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ABSTRACT
As robots become increasingly ubiquitous in society, ethical
questions will arise based on discrepancies between the per-
ceived and actual capabilities of these agents: some of which
may connote some degree of moral patiency or agency. In
this abstract, we present the position that in some contexts
the observed behavior of a robotic agent may be a more pow-
erful determinant of the degree of agency and patiency peo-
ple ascribe to robotic agents, rather than mere appearance.
If so, concerns regarding the mismatch between inferred and
actual capabilities of robots (and their consequent moral sta-
tus) should also be concerned with not overselling the be-
havior of robotic agents in addition to the morphology of
robotic agents.

1. INTRODUCTION
As technologies that enable the deployment of increasingly

autonomous robots into society are developed, the robotics
and human-robot interaction (HRI) community will be faced
with a variety of questions surrounding how people who in-
teract with these artificial agents view these agents as moral
patients (i.e. appropriate targets of moral considerations
and/or social and emotional investment). These questions
will, in turn, lead to a variety of ethical concerns that derive
from the potential mismatch between the level of patiency
ascribed toward robotic agents by naive users and the level
of patiency warranted by the various cognitive architectural
mechanisms possessed by these agents (which, for the fore-
seeable future, will be rather low). For instance, some re-
searchers have expressed concerns about the development of
one-way social relationships, in which people become emo-
tionally invested in robots that have no means with which
to actually reciprocate this attachment or benefit from it [5].

In order to attempt to mitigate this potential mismatch,
it is necessary to begin to understand the psychological pro-
cesses that are at work when human users make inferences
about the capacities of the robotic agents with which they
are interacting, and how these inferences affect the degree of
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patiency and agency attributed to these robots. At a high-
level, the process of inferring the capacities of an agent is
the process of weighing the evidence for particular capaci-
ties based on observable cues.

For instance, possessing an arm may provide evidence that
one has the ability to grab and manipulate objects. In com-
parison, possessing the ability to hold (for a limited time) an
intelligent conversation with references to past interactions
may connote a variety of sophisticated cognitive and social
capabilities, which may or may not be present. Given this
formulation of the problem, there are a couple key questions
that must be addressed by future research:

• What set of inferred capabilities are associated with
ascriptions of moral patiency and agency?

• What happens when multiple observations provide con-
tradictory conclusions?

In this abstract, we present the position that in many con-
texts the observed behavior of a robotic agent may be a more
powerful determinant of the degree of agency and patiency
people ascribe to robotic agents, rather than mere appear-
ance. As such, concerns regarding the mismatch between
inferred capabilities and moral status of robots and reality
should also be concerned with not overselling the behavior
of robotic agents as well as not overselling the morphology
of robotic agents.

2. MORPHOLOGY VS. BEHAVIOR
There is, of course, no question that people can and will

infer some degree of human-like capabilities based on the
evidence presented by the appearance of an agent. Infer-
ring characteristics of entities based on visual similarity to
other entities is a oft-used cognitive capacity by people, and
there is empirical evidence that indeed people infer human-
like characteristics in human-looking robots [4]. However,
the limitation of many of these studies is that they either
present static images of robots (lacking any behavioral ev-
idence) or they present human-like robots in conjunction
with human-like behavior. Could the inferences made by
human-like behavior override the inferences made by the ab-
sence of human-like morphological cues? Or vice versa?

2.1 Experimental Evidence
We conducted a set of experiments designed to probe

how human interactants reacted to robots that displayed
(simulated) protest and distress behaviors toward a partic-
ular command during a collaborative task [2]. Using the



same paradigm, we investigated the question of whether or
not humanoid or non-humanoid appearance would signifi-
cantly affect reactions and/or agency ratings given toward
the robot [1]. We found that non-humanoid appearance did
not significantly affect either or these metrics. What was
constant in both the humanoid and non-humanoid condi-
tions, however, was rather human-like natural language be-
havior. The robot would (via a Wizard-of-Oz setup) be re-
sponsive to verbal instruction, and in the case of a protested
command, would refuse based on justifications rooted in ap-
peals to rather human-like mental states (e.g. not wanting
to undo something one has worked hard on). What pre-
cise facet of this natural language behavior is the primary
driver behind any such inferences still remains to be investi-
gated, but regardless the evidence supports the hypothesis
that observed behavior can have a stronger effect on ascribed
agency/patiency than appearance in certain contexts.

To some extent, we do not find these results terribly sur-
prising. Linguistic communication is a hallmark of human
intelligence, and engaging in a natural language interaction
with a robotic agent is strong evidence for some degree of
cognitive capacity. Appearance may set the expectations for
an interaction, but the behaviors displayed in the interac-
tion itself determine whether or not those expectations are
met, unmet, or exceeded.

2.2 The Consequences of Overselling
Given the view that the appearance of a robotic agent

sets the expectation for an interaction, how grave are the
consequences of falling to meet these expectations? I would
contend that the these consequences are fairly short-term
and mild in comparison to the more serious dilemmas raised
in [5]. A quite human-looking robotic agent that is socially
inept and incapable of performing many tasks that are easy
for a human may perhaps be profoundly disappointing. But
this disappointment is less harmful than a long-term rela-
tionship a human might form with a more socially capable
robot, in which much time, energy, and emotional invest-
ment is wasted by the human partner. Such a hypothetical
relationship is built by a wide range of social behaviors that
are exhibited over time (rather than appearance). As such,
the consequences of overselling behavior, I would argue, may
be worse than the consequences of overselling appearance.
However, future research is needed to further clarify and re-
fine these claims depending on the particular HRI context
(i.e. different interaction scenarios and subject populations).
To ensure future human-robot interactions result in ethi-
cally desirable consequences, both the effects of overselling
appearance and behavior ought to be considered.

3. CONCLUSION
In this abstract, we have briefly presented the problem

raised by people inferring capabilities (be they physical, cog-
nitive, or social) in robotic agents that may not be present,
and how this may lead to excessive ascriptions of moral
agency and patiency in these artificial agents, which can in
turn lead to ethically undesirable consequences. Much at-
tention to this point has been focused on potentially regulat-
ing robotic appearance to mitigate this problem. However,
we have put forth the position that in certain contexts in-
teractions observed behavior may play a stronger role in the
inferences interactants make regarding robots than observed
appearance. Note that this is not to say that the morphology

of robots cannot have ethically undesirable consequences. It
is certainly possible that appearance can cause distress in
humans (e.g. the Uncanny Valley effect [3]). However, this
is a separate issue from ensuring that people do not ascribe
unwarranted degrees of agency and patiency to robots. Any
prospective ethical guidelines or codes of conduct for re-
searchers and developers in robotics and HRI should also
be focused on not overselling robot behavior in addition to
robot morphology.
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